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Concept Predicates Capabilities
5 VocabUIary as (empt -arm)
A new approach for independent oredicates (has charge) pick-item (?location 2item)
g » (holding ?item) place-item (?location ?item)
assessment of the capabilities of e T move-to (location)

(robot-at ?location)

Al systems that can plan and learn. | | -~

Input
What is a capability? duery-based Slack-Box
P y? Autonomous Capability SDM
* A high-level task that an SDMA can perform. User Estimation [QACE] Agent
Combination of multiple low-level functionalities of the SDMA.
Output 1

. . . e A set of Capabl|lty Quer - Response

Why learn capability descriptions? descriptions. nterface
 For each capability, it

* Easier to reason about in terms of capabilities than low-level describes when it can

be executed and what

functionalities. : :
its possible effects are.

Query - Response Interface Example of a Query

* Puts minimal requirements on the SDM agent.

pick-item (tablel
soda-can)

(empty-arm)
=24 (robot-attablel)
(at tablel soda-can)

Abstraction

pick-item (tablel
o P ’ soda-can)

Query-based
Autonor.n.ous | | ; robot-base 10 -32 47 09 1.3 3.1 (holding move-to (dish-
Capability Nl N W, soda-canl g0 -28 35 83 6.7 92 soda-can) washer)
Estimation L g '
[QACE]

X Yy z 0

move-to (dish-washer)

Response — O tabled 21 41 19 3.7 95 48
‘ (robot-at

dish-washer)

Blac'k—l?;ox
SDM Agent

Learned Capability Model

(:capability pick-item Robot can pick an item at
:parameters (7location 7item) 3 location when:
. :precondition (and . :
Warehouse Robot Driver Agent G e ) Grr g ts arm Is empty.

(robot-at 7location) * It has charge.
(at ?location ?item)) * Itis at the location.

ceffect (and (probabilistic e The item is also at the
0.7 (and (not (empty-arm)) same location.

(not (at ?location ?7item))

(holding 7item)) . .
09 (e (e (e b)) After executing the action.

0.1 (and))) #No-change With 70% probability:
* |tis holding the item.

Example of Learned Capability * Itsarmis not empty.

. * ltemis not at that
First Responder Robot Elevator Control Agent ocation.

o o

)
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Easily convertible (= With 20% probability:
to natural |anguage * It will lose all its charge.

Variational Distance

With 10% probability:
 The action will fail.

Supports generalization
and transfer

50 100 150 200 250 O 50 100 150 200 250 Theoretical Guarantees What Next?

Learning Time (minutes) e Learned model sound * Discovering Capabilities.

and complete w.r.t. the Using Capability Models to

Sample Efficiency SDMA transition model.  Make Task Transfer Sample
Efficient.
Faster Convergence - Learned model
. _ captures the correct
Few Shot Generalization distribution in the limit.
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