
i-Vectors in Speech Processing Applications: A Survey

Pulkit Verma · Pradip K. Das

Abstract In the domain of speech recognition many
methods have been proposed over time, like Gaussian
mixture models (GMM), GMM with universal back-
ground model (GMM-UBM framework), joint factor

analysis, etc. i-Vector subspace modeling is one of the
recent methods that has become the state of the art
technique in this domain. This method largely provides

the benefit of modeling both the intra-domain and inter-
domain variabilities into the same low dimensional space.
In this survey, we present a comprehensive collection
of research work related to i-vectors since its inception.

Some recent trends of using i-vectors in combination
with other approaches are also discussed. The applica-
tion of i-vectors in various fields of speech recognition,
viz speaker, language, accent recognition, etc. is also
presented. This paper should serve as a good starting
point for anyone interested in working with i-vectors

for speech processing in general. We then conclude the
paper with a brief discussion on the future of i-vectors.
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1 Introduction

Speech has always been the ideal method of commu-

nication for humans, but for making it efficient while
interacting with machines has always been a challenge.
Speech processing has really evolved in the last few
decades owing to the advances in the methods of feature

extraction and dimensionality reduction.

The main hurdle in recognizing speech is that each
speaker has his or her unique way of speaking, accent,
pronunciation, pitch, rhythm, emotional state, etc. and
there are differences even in the physical characteris-

tics like vocal tract shapes or other sound production
organs. These differences pose difficulties in extracting
the similar traits required for a particular recognition
application like language, accent or speaker from various
speech utterances.

In spite of all these difficulties, it is important to
develop speech recognition applications because of their
usability in various domains. Nowadays, more and more
voice based services are facing a paradigm shift of mov-
ing towards automated systems. These systems are more
capable of handling loads during peak times when not
many manual options are available. But due to low accu-
racy, these systems are not used in critical environments.

Various methods for speech processing have been
proposed over time but only a few of them have really
been put to practical use. Some of them included the use
of Gaussian Mixture Models (GMMs) for speaker verifi-

cation (Reynolds, 1992), Universal Background Model
(UBM) along with GMMs(Reynolds et al., 2000), and
more recently Joint Factor Analysis (JFA) (Kenny et al.,
2007a).

All these methods follow the same pattern but differ
in the implementation. The general framework of any
speech recognition application can be explained using a
speaker verification system as shown in Fig. 1. Applying
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Fig. 1 Flowchart for a generic Speaker Recognition Process

it to any other domain requires changing the suitable

parameters while giving speech data as input to the sys-

tem. This generic approach can be subdivided into two

main steps, speaker enrollment and speaker verification.

During the speaker enrollment process, a background

model is generated using the data collected from non-

target utterances. In this paper, for nearly all the ap-

proaches this model will be UBM. Using this background

model, a target model is generated using the target ut-

terances by adapting the background model according

to the target data. Now this target model will act as

the single point of reference for the pattern recognition

algorithms. Whenever any test utterance is given as

input to the system, features are extracted from it and

pattern matching algorithms are applied on it using one

or more kinds of target models. The resultant similarity

score is then normalized and final decision is taken after

applying some decision logic to this normalized score.

An important aspect of using any of the techniques

mentioned in this paper is the feature extraction step.

The features used for this purpose must fulfill some

criteria so as to give better performance. According to

Wolf (1972), some of the important characteristics of

these feature vectors are that they should:

– be less susceptible to environmental noise

– occur frequently and naturally in normal speech

– not be affected by health of the speaker

– be easily measurable

– be difficult to copy by impostors

Due to these reasons, generally Mel-frequency cep-

stral coefficients (MFCCs) (Picone, 1993) are used as

feature vectors for speech recognition applications. A

simple flowchart depicting the MFCC extraction process

is depicted in Fig. 2.

The concept of i-vectors which was initially pro-

posed for speaker verification in Dehak et al. (2011b)

has become quite popular in other speech processing

applications. This approach tries to improve the JFA by

combining the inter and intra domain variability and

modeling it in same low dimensional total variability

space.

This paper is a survey on i-vectors in the domain

of speech recognition applications. Since i-vectors are

developed by making modifications in JFA, it is essential
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to understand JFA properly before moving on to the

explanation of i-vectors. While i-vectors were originally

proposed for speaker verification, they have been used

extensively in text-dependent speaker verification ap-

plications (Larcher et al., 2012), language recognition

(Mart́ınez et al., 2011), speaker diarization (Silovsky

and Prazak, 2012), etc.

The rest of the paper is organized as follows: After

the Introduction, Sect. 2 focuses on JFA as it is im-
portant for understanding i-vectors; Sect 3explains the

i-vectors in detail and some of its applications in various

domains; Sect. 4 discusses some other approaches which

are used along with i-vectors to improve the speech

recognition; Sect. 5 describes some of the toolkits pro-

viding i-vector support; Sect. 6 discusses the future of
i-vector technique; Sect. 7 concludes the work.

2 Joint Factor Analysis

In Joint Factor Analysis (JFA) (Kenny et al., 2007a,b,

2008), a supervector M is used to represent any speech

utterance. M contains speaker and channel dependent
supervectors.

Let C be the number of components in UBM and F

be the dimension of acoustic feature vectors.

Now for a given utterance, we concatenate the F -

dimensional GMM mean vectors to get the supervectors

of dimension CF . For a particular speaker, we assume

that the speaker and channel dependent supervector M

is generated by the vector sum of speaker-dependent

supervector and channel dependent supervector. Also,

these speaker and channel supervectors are distributed

normally and are statistically independent.

M = s+ c (1)

where, M is speaker and channel dependent supervector,

s is speaker dependent supervector, and c is channel

dependent supervector.

Both the speaker and channel factors are decom-

posed into low dimensional set of factors. Each of these

low dimensional factors operate along the principal di-

mensions of the corresponding component.

We assume that the distribution of speaker depen-

dent supervector s has a hidden variable description of

the form:

s = m+ V y +Dz (2)

where, s is speaker dependent supervector, m is CF ×
1 speaker and channel independent supervector (from

UBM), V is eigenvoice matrix (rectangular matrix of

low rank), D is CF × CF residual diagonal matrix, y

is a vector representing speaker factors, z is a normally

distributed CF -dimensional random vector representing

speaker specific residual factors.

The decomposition of a factor into lower dimensional

factors can be illustrated by the following decomposition

of speaker dependent component of speaker factor:

V ∗ y =

 | | |
v1 v2 ... vN
| | |

 ∗

y1
y2
.

.

yN

 (3)

where, V is eigenvoice matrix, y is lower dimensional

vector representing speaker (or eigenvoice) factors. Each

speaker factor yi controls the corresponding vi.

We assume that the distribution of channel depen-
dent supervector c has a hidden variable description of

the form:

c = Ux (4)

where, c is channel dependent supervector, U is eigen-

channel matrix (matrix of low rank), x is a normally
distributed random vector representing channel factors.

With each mixture component i, a diagonal covari-

ance matrix Σi is associated. The variability in acoustic

observation vectors is not modeled by either (1) or (4).

We now define a CF × CF super-covariance matrix

Σ whose diagonal is obtained by concatenating all the

covariance matrixΣi. The variability that is not modeled

by s and c is modeled by Σ.
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Fig. 3 Flowchart for Joint Factor Analysis (Dehak and Shum, 2011)

2.1 JFA Working

Once the MFCCs for all utterances in the training set are

extracted, estimation maximization is applied to gener-

ate the UBM. JFA hyper-parameters are also extracted

as explained in Kenny (2005). For the target dataset,

once the MFCCs are extracted, the zeroth and the first

order Baum–Welch statistics are extracted. Now using

the JFA hyper-parameters extracted earlier adaptation

is done on the data to generate the target model.

For performing the recognition of any test utterance,

MFCCs are extracted followed by computation of the

Baum–Welch statistics. Now using the target model and

these statistics values the log likelihood is calculated

for each speaker. The maximum value is chosen as the

recognized speaker. Fig. 3 explains this process in detail.

It should be noted that log-likelihood calculation

is not the only scoring method used with JFA and

its choice may vary across applications. Various such
scoring methods used with JFA for speaker recognition

are compared in Glembek et al. (2009). It was deduced

that though the performance of the various techniques

does not vary significantly, the real difference was in the

speed of scoring. Linear scoring is found to be fastest of

all the scoring techniques as the channel compensation

is calculated only once per speech utterance.

The various algorithms and detailed description of

JFA can be found in Kenny (2005).

2.2 JFA in Speech Applications

Yin et al. (2006) discuss various ways of performing

speaker adaptation when applying factor analysis for

speaker recognition. They showed that instead of using

one enrollment utterance per speaker, it is better to use

8 utterances per speaker.

JFA based techniques have also been successfully

used in language recognition evaluation (LRE) task

(Jancik et al., 2010; Brümmer et al., 2009). The ba-

sic idea of JFA when applied to language recognition,

takes into account the inter-class variability and and

inter-session variability. Inter-class variability models

the differences in languages whereas the inter-session

variability (or channel variability) models the differences

in utterances of same languages caused due to channel

and/or speaker. While testing an utterance, the models

of all languages are adapted to the channel of that ut-

terance using maximum a posteriori (MAP) probability

or maximum likelihood (ML) parameter estimation.

3 i-vector Approach

In JFA, it was assumed that the channel factors will only

model the channel effects, but Dehak (2009) observed

that the channel dependent supervector also models the

speaker features. To take this finding into account, a new

approach was proposed where there was no distinction

between channel and speaker variabilities.

A new low dimensional total variability space T was

introduced to account for both the variabilities, where
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M is given by:

M = m+ Tx (5)

where, m is the UBM supervector (speaker and channel

independent supervector), x is a normally distributed
random vector in this space and T is a low ranked

rectangular matrix. The factors of x are also called as

total factors. The new vectors are known as identity

vectors or i-vectors.

In this approach, it is assumed that M is distributed

normally with TT ′ as its covariance matrix and m as

its mean vector. Here, the total variability matrix T

is obtained in the same manner as that of V , but it is

assumed that the utterances of the same speaker are

produced by different speakers unlike in the process of

training eigenvoice matrix V .

In order to bring down computation, the channel

compensation is done in total factor space as the di-

mensionality of i-vectors is lower as compared to GMM

supervectors. Hence, the computation cost is much less

as compared to JFA.

One of the additional advantage of this approach

is that supervised training is not needed in this model

unlike JFA and GMM-UBM.

Many applications of i-vectors are possible, some of

which are:

1. Language Recognition

2. Accent/Dialect Recognition

3. Speech Diarization

4. Acoustic Event Detection

3.1 i-vector in Speaker Recognition

Since i-vector technique was introduced for the speaker
verification task, most of its applications are aimed at

solving this problem. In the literature, it can be seen that

many researchers have modified either the feature set or

the normalization technique (both length and score) to

improve the performance of i-vector based systems. This

section emphasizes on some of the proposed methods
which uses i-vectors in the speaker verification scenario.

Most of the speaker recognition systems are trained

on either telephone speech or microphone speech. Dehak

et al. (2011a) proposed a channel-blind system which is

conditioned on both telephone and microphone speech.

To project both types of data on same space, PLDA

was used. And for the hyper-parameter training, first

µ, V , and Σ were trained on telephone data assuming

U = 0 (EM algorithm was used). Then U was trained on

microphone data assuming µ, V , and Σ are fixed (Maxi-

mum a posteriori probability (MAP) estimate was used).

This approach is explained in detail in Fig. 4. This is

the general template for nearly all the approaches that

involve i-vectors. In the literature, there are reported

works (Glembek et al., 2011; Aronowitz and Barkan,

2012) where efficient computations of i-vectors are pre-

sented. There are several other variations of this general

approach which are listed below:

1. Using different features instead of MFCCs.

2. Using different feature or score normalization tech-

nique instead of PLDA, LDA, and WCCN.

3. Modifying the statistics calculation.

4. Using different scoring technique instead of Cosine

Distance scoring.
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5. Changing some inherent assumption of Front End

Factor Analysis.

All these methods try to alter the standard approach

so as to improve certain aspects of the recognition sys-

tem.

In Senoussaoui et al. (2010), a modified version of

cross channel condition proposed in Kenny et al. (2008)

was used, where the two gender-dependent matrices

T and T ′ were estimated. T was estimated using only

telephone data, while T ′ was estimated using only micro-

phone data. The supervectors M associated with these

telephone and microphone recordings were then com-

bined to produce new feature extractor that can be used

for both microphone and telephone speech. The way

in which telephone speech could be added in i-vector

space to compensate the channel effects with linear dis-

criminant analysis (LDA) and within class covariance

normalization (WCCN) was also demonstrated.

The UBMs with full covariance matrices can be used

effectively in i-vector systems. In the normalization of

first order Baum–Welch statistics it plays an important

role. The work by Matejka et al. (2011) also showed

that Gaussian-PLDA (G-PLDA) is as effective as heavy

tailed-PDA (HT-PLDA) for scoring. Similar results were

reported by Garcia-Romero and Espy-Wilson (2011). It

should be noted that HT-PLDA is similar to G-PLDA

with a minor difference that in HT-PLDA the priors

in generative model are assumed to have Student’s t

distribution (heavy tailed priors) instead of Gaussian
distribution assumed in G-PLDA. They used length

normalization with G-PLDA to achieve performance

close to HT-PLDA, which is much more complicated

than G-PLDA. The reason for improved efficiency was

attributed to the matrices of low rank involved in the

computation of log-likelihood ratios.

In speaker recognition tasks, probabilistic linear dis-

criminant analysis (PLDA) is commonly used to handle

the speaker and session variability. One major reason fa-

voring PLDA as explained by Jiang et al. (2012) is that

dimensionality reduction of feature vector is done two

times, once during the standard i-vector extraction and

second time while applying the PLDA model. Hence, in

supervector space we can afford to keep the full dimen-

sionality of i-vectors thereby avoiding loss of information.

Due to this reason, this work proposed the use of uncom-

pressed i-vector (termed as i-supervector) when using

PLDA for speaker recognition. A main characteristic of

i-supervector is that it performs better without applying

any feature or score normalization. A major drawback

of using i-supervector was the problem faced in invert-

ing large matrices which was efficiently overcome by

dividing it into small blocks.

More domain specific modifications of i-vector-PLDA

technique include multichannel simplified PLDA for

the case when i-vectors are generated from different

recording conditions (Villalba and Lleida, 2013), use of

weighted-LDA (Kanagasundaram et al., 2012a), mixture

of PLDA models for gender independent speaker recog-

nition (Senoussaoui et al., 2011), supervized mixture of

PLDA Models (Simonchik et al., 2012), PLDA based

on restricted Boltzmann machines (RBM) (Novoselov

et al., 2014), etc.

3.1.1 Mismatched Length

Sarkar et al. (2012) pointed out that having mismatched

length of utterances for training and testing may pose

problems for speaker verification tasks solved using i-

vectors. From experiments it was shown that even when

the test utterances are short, it would be better if the

training is done on long utterances.

Kenny et al. (2013) demonstrated that i-vector with

PLDA is also efficient in the case where utterances

vailable for enrollment and testing tasks are of vari-

able lengths. The utterances used in this work ranged

from 3s to 60s. While the i-vectors extracted for short

utterances are less reliable, the reliability increases sig-

nificantly when longer utterances are used. The stan-

dard i-vector approach considers all point estimates of

i-vectors as equally reliable hence cannot be used here.

In the proposed approach, the uncertainty associated
with i-vector data selection plays an important role in

the performance of speaker extraction. This is then quan-

tified and propagated to PLDA classifier. For achieving

this, observation noise while extracting i-vectors is mod-

eled using channel factors. Also the zero and first order

Baum–Welch statistics are scaled by a factor of 1/5,

1/3, or 1. This scaling is done both during the train-

ing and at run time. Length normalization is also used

with uncertainty propagation to improve the overall

performance.

Hasan et al. (2013) performs a more detailed analysis

of this duration mismatch in utterances by analyzing the

effect of this mismatch on i-vector length and phoneme

distributions. It was observed that with the decrease in

the length of the utterance, (i) the number of unique

phonemes detected decreases logarithmically, and (ii)

the length of the i-vector decreases non-linearly. To solve

the problem of recognition in this scenario, it was as-

sumed that the variability in duration is an additive

noise. Three approaches were then proposed to compen-

sate for duration variability; (1) multi-duration PLDA

training, (2) using quality measure function to com-

pensate the domain score, and (3) generating the short

duration i-vectors synthetically in PLDA training. All
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these methods provided sufficient improvements over

the baseline system trained on full duration utterances.

3.1.2 Short Duration Utterances

The length of the utterance plays a major role in accu-

racy of all kinds of speech recognition systems. Low per-

formance of these systems for short utterances is largely

attributed to the low phoneme count in them. Behavior

of techniques focusing on the total variability paradigm

when training and testing utterances are shortened was
analyzed by Kanagasundaram et al. (2011). Out of the

four approaches compared, JFA and G-PLDA showed

marginally better performance than LDA + WCCN

or short duration nuisance attribute projection (SD-

NAP) + WCCN based i-vector systems. This work was

extended in Kanagasundaram et al. (2012b) to infer

that HT-PLDA actually performs better than G-PLDA

when subject to short duration telephone utterances. It

also shows that for short utterances the performance

of HT-PLDA is improved when score normalization is

used.

In some speaker verification systems where it is im-

portant to stop the impostors from entering the system,

it might be feasible to use short pass phrases as verifi-

cation texts. In such cases as shown by Larcher et al.

(2012), if the target speakers know the phonetic content

of the training data, the error rate in speaker verification

drops to 15.38% even if the impostor is also aware of this

phonetic content. And in the best case where only the

target speakers know about it, then error rate drops to

8.02%. The application domain of this finding is limited

to only the cases where we can have the flexibility of

sharing the phonetic content of training data with target

speakers apriori.

Hautamäki et al. (2013) proposed one of the few

methods which aimed at manipulating the statistics

calculation in the standard i-vector approach to im-

prove the performance of the system. For the short

duration utterances, minimax estimation was used to

calculate the first order statistics for i-vector extraction.

This approach outperformed the baseline method using

Baum–Welch statistics estimation significantly.

For short utterances, normalization techniques like

source and utterance-duration normalized LDA (SUN-

LDA) have been proposed by Kanagasundaram et al.

(2013). Two other variations of SUN-LDA, namely SUN-

LDA pooled and SUN-LDA concat, have also been pro-

posed where pooling and concatenation, respectively

are used with SUN-LDA as the normalization method.

These methods are used to compensate for the inter-

session variability when applied to i-vector based speaker

recognition systems on short utterances. A detailed com-

parison of these methods with cosine similarity scoring,

short utterance variance modeling, source-normalized

LDA, etc. is made in Kanagasundaram et al. (2014a). It

also provides proper explanation for the working of these

methods. Kanagasundaram et al. (2014b) then proposes

a new method that uses PLDA to model the source

variance (SUV) directly. Prior to this a combination of

SUVN, LDA, and SN-LDA is applied.

3.1.3 Domain Adaptation

A lot of work on domain adaptation when applied to

i-vector based speaker recognition system has recently

been reported. The problem of data mismatch arises

when the source of test data is not known and hence

the training set holds less similar feature vector values

as compared to the case when training and test data

are similar in nature. The performance degradation due

to this data mismatch is quite significant.

Glembek et al. (2014) proposed a solution to this

problem by adapting the LDA matrix to compensate

for the new dataset shift. This unsupervised adaptation

is done using within class covariance (WCC) for LDA

which involves calculating the between-dataset low-rank

covariance matrix.

Aronowitz and Rendel (2014) tried to solve this

problem for the text-independent speaker verification

where dot product scoring was used, which was followed

by ZT-score normalization. This work tried to replace

the target data with standard databases like TIMIT1,

Switchboard2, and NIST. Hence, the target model is

not adapted for any specific set of utterances. Irrelevant

phonetic content was filtered and information that was

usually discarded in residual supervectors was used to en-

hance the performance of the system. Using all the three

databases together to train the target model increased

the performance of the system by about 31%, which

looks very promising if the data from target domain is

not available apriori.

Aronowitz (2014) proposed a more generic solution

to this problem by introducing an inter-dataset vari-

ability compensation (IDVC) technique to compensate

for the mismatch in dataset when utterances in target

and test data are from different domains. The technique

tries to estimate the dataset shift vectors in i-vector

domain for the training data. These i-vectors are then

used to estimate a low-dimensional subspace which is

then removed from test set i-vector prior to the appli-

cation of PLDA. Equal error rate (EER) was reduced

by 54% when this method was used as compared to the

standard i-vector-PLDA system.

1 https://catalog.ldc.upenn.edu/LDC93S1
2 https://catalog.ldc.upenn.edu/LDC97S62

https://catalog.ldc.upenn.edu/LDC93S1
https://catalog.ldc.upenn.edu/LDC97S62


8 Pulkit Verma, Pradip K. Das

3.1.4 Normalization and Scoring

Normalization techniques are used to compensate for

the noise (mismatch) in utterances due to differences in

the environment. To achieve this, the feature vector is

modified by scaling or warping so that the modeling of

speaker differences can be done properly. Some popu-

lar techniques are cepstral mean normalization (CMN),

mean and variance normalization (MVN), short-time

Gaussianization (STG), short-time mean and variance

normalization (STMVN), etc.

Alam et al. (2011) introduced a new method short-

time mean and scale normalization (STMSN) and com-

pared the performance of STG, STMVN and STMSN

when used in a PLDA-based i-vector based speaker ver-

ification system with telephone and microphone data.

The results showed that all the three methods perform

nearly equally but STG took more time for normaliza-

tion owing to its higher complexity.

Source normalization is also an important aspect

to be considered while developing a speech recognition

application as training set cannot possibly contain utter-

ances collected from all possible speech sources like tele-

phone, microphone, mobile device, etc. Hence variations

are also embedded into the signals which are specific to

the source. Source normalized LDA ((McLaren and van

Leeuwen, 2011a,b, 2012b) improvises the LDA approach

to compensate for this kind of variability. A similar ap-

proach is proposed by McLaren and van Leeuwen (2012a)

for gender independent speaker recognition where modi-

fications of WCCN are used instead of LDA to normalize

the variability.

Cosine similarity is the most commonly used scoring

technique employed with i-vectors since it was first intro-

duced in Dehak (2009). It gives very good performance

with an easy to implement technique but a major over-

head is score normalization. Dehak et al. (2010) argued

that the use of normalization can be replaced with mean

and covariance which are extracted from i-vectors gen-

erated from impostor utterances. This technique gives

better performance than the standard cosine similarity

scoring used with ZT-norm. This performance is further

improved by adapting the models defined in the total

variability space in an unsupervised manner.

Bousquet et al. (2011) proposed the use of radial-

NAP (nuisance attribute projection) followed by Maha-

lanobis metric scoring as inter-session compensation and

scoring method to be used with i-vectors. This approach

gives better performance as compared to LDA + WCCN

+ Cosine scoring.

Background normalized (B-norm) l2 residual was

used for scoring by Li et al. (2011). In this method a

kind of T-norm is applied on target score by using scores

generated from background score. Though l2 residual

gives inferior performance as compared to l1 norm, its

performance increases significantly when used with B-

norm.

It should be noted here that very few methods other
than cosine similarity are used in practice with i-vectors

due to its superior performance. Few alternatives avail-

able that provide improvements are found to be more

complex and hence are not very popular.

3.1.5 Data Selection

Other than normalization and scoring techniques, data

selection also plays a vital role in the performance of

speaker verification systems using i-vectors. Biswas et al.

(2014) reduced the amount of training data by applying

k-nearest neighbor (k-NN) algorithm. A basic optimiza-

tion is required in this method to select k. To overcome
this difficulty they also proposed a flexible k-NN (fk-

NN) method which uses local distance-based outlier

factor (LDOF) to select k.

3.1.6 Noisy data

One more major problem faced during speaker recog-

nition is the noise of the ambient environment. Most

of the speech recognition systems work very well on

clean utterances free from any background noise, but

perform quite poorly when noise is introduced into the

recordings. For most of real applications, noise free data

cannot be guaranteed, hence developing robust speech

recognition systems which works well in the presence of

noise is important.

Mandasari et al. (2012) compared the robustness

of some standard speaker recognition approaches in

the presence of noise. The compared techniques were

GMM based dot scoring system, i-vector based LDA

+ WCCN + Cosine scoring system and i-vector-PLDA

based system with WCCN normalization. To introduce

noise into the spoken utterances NOISEX-92 (Varga and

Steeneken, 1993) database was used with varying signal-

to-noise (SNR) ratio. i-Vector-PLDA based system gave

the least EER among the three methods. Weiner filtering

was also tried to be used with i-vector-PLDA, but it

did not provide sufficient performance improvement to

justify its use.

Results demonstrating efficiency of i-vector-PLDA

technique were also presented in Lei et al. (2012a).

Garcia-Romero et al. (2012) presents a more complex

version of this strategy where multiple G-PLDA subsys-

tems are used and their results are combined using a

convex mixture of scores generated by each subsystem.



i-Vectors in Speech Processing Applications: A Survey 9

Various other methods aimed at solving this problem

include using Vector Taylor Series (VTS) approxima-

tion (Lei et al., 2013), multiple Support Vector Ma-

chines (SVM) which are trained using adaptive boosting

(Sarkar and Rao, 2014), simplified VTS (sVTS) which

reduces computational complexity of VTS (Lei et al.,

2014a), acoustic feature uncertainty propagation (Yu

et al., 2014), unscented transform which is used instead

of VTS (Martinez et al., 2014), etc.

3.1.7 Discriminative Training

An alternate approach is to train the system to differ-

entiate between the utterances by same speakers and

different speakers. During this process the i-vectors are

not modeled and this technique is referred to as discrim-

inative training. Burget et al. (2011) used this concept

to run speaker recognition on telephone speech and

achieved up to 40% relative performance improvement

compared to the standard method which uses genera-
tively trained PLDA model.

Karafiát et al. (2011) presented another approach

which used region dependent linear transforms (RDLT)

discriminative training. RDLTs are calculated from i-

vectors which consume less time because the posterior

probabilities are sparse.
Cumani et al. (2012) used best second order ap-

proximation of the log-likelihood score with pairwise

discriminative training for gender independent speaker

recognition. The performance of the resulting system

was found only a bit lower than the gender dependent

system using i-vectors.

Though discriminative training gives better perfor-

mance for some cases, a major disadvantage of this

technique is the increased training time which is not

feasible for many applications.

3.1.8 Emotional Speaker Recognition

Working on the lines of JFA and front end factor analysis,

emotional variability was introduced to solve the prob-

lem of emotional speaker recognition by Chen and Yang

(2011). This work describes emotional factor analysis

(EFA) similar to JFA to model the emotional variability

of speaker. This kind of modeling is argued to be appli-

cable because of similarities in channel and emotional

variability. i-Vector based WCCN and LDA systems

were compared with EFA and GMM-UBM techniques.

EFA gave the best performance in terms of low EER and

higher identification rate (IR) for Mandarin affective

speech corpus (MASC) (Wu et al., 2006).

The performance was further improved by compen-

sating the emotional variability using an emotional syn-

thesis algorithm proposed in Chen and Yang (2013).

This algorithm named atom aligned sparse representa-

tion (AASR) uses the property that for each neutral

utterance there is an aligned emotional utterance. The

superiority of this approach was presented in terms of

higher IR as compared to standard i-vector approach

with LDA compensation.

3.2 i-vector in Language Recognition

Language recognition is another set of classification

problem where i-vectors have been used extensively.

Most of the approaches to solve this problem have used

some extra features in addition to i-vectors.

After the success of i-vectors in speaker recogni-

tion, they have been used for language recognition by

Mart́ınez et al. (2011) and Dehak et al. (2011c). Here the

language models are not adapted, instead the i-vectors

are directly fed to any simple classifier which gives the
output based on language models. The language mod-

els are generated using unsupervised training. Hence,

there is no tagging of training utterances with language
or speaker identity. Also i-vectors does not distinguish

between inter-class and intra-session variabilities and

hence contain information about both channel and class.

It is expected that like speaker recognition, the mod-

els will form clusters based on languages. Hence, it is

very important that sufficient speaker variability is main-
tained while generating the training data. Otherwise,

the models might start forming clusters based on speaker

features. This problem is more dominant with i-vectors

because the training is unsupervised, hence the system

does not know which utterances belong to the same

class.
Li and Liu (2014) used tandem features along with

MFCCs to generate the extended feature vectors prior

to calculating the i-vectors for the speaker and language

recognition task. In this work, they manipulated the

phonetic tokens and features for calculating zero and first

order statistics but kept the factor analysis and i-vector

calculation intact. They showed that for calculating

first order statistics, tandem features are better than

MFCCs in case of language identification task while

the reverse holds true for speaker verification task. This
work is important in the way that it showed which kind

of features and tokens give better performance while

applying i-vectors to various kind of recognition tasks.

3.2.1 Short Duration utterances

i-Vectors are also found to be efficient in overcoming the

challenges of language recognition like short duration

of utterances and less training data. i-Vector approach

rely on the fact that different languages will form fairly
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compact clusters due to low intra-class variability, but

if the utterances are short, this variability tends to de-

crease the separability of clusters.Travadi et al. (2014)

proposed to solve this problem by modifying the normal

prior distribution of the i-vectors. It is assumed that

the number of different classes is same as the number

of Gaussian mixtures in prior distribution. A new pa-

rameter λ is introduced to provide more flexibility while

balancing the observed data and imposed prior impact.

In the i-vector estimate, the relative weights of the terms

are controlled by λ.

Similar problem is solved by Segbroeck et al. (2014a)

through UBM fusion. The method involves multiple

UBMs, and a new supervector is generated by combining

the first order statistics of all UBMs followed by training

of system using EM algorithm. This method performs

better in case of diverse feature representations and

short utterances.

3.3 i-vector in Accent Recognition

Research has been conducted to find the accent of an

utterance from spoken speech in automated systems.

Recognizing accent is generally considered more difficult

task as compared to language recognition owing to very

little feature variations across the dialects and accents

for same language (Chen et al., 2010).

Bahari et al. (2013) applied i-vectors to accent recog-

nition and compared its performance with Gaussian

mean supervector (GMS) and Gaussian posterior prob-

ability supervector (GPPS) approaches. It was further

investigated that which kind of classifier among support

vector machine (SVM), the Naive Bayesian classifier

(NBC) and the sparse representation classifier (SRC) will

give better performance with which kind of utterance

modeling approach and the results showed that i-vectors

are effective with the SVM classifiers to tackle the prob-

lem of accent recognition. On similar lines DeMarco and

Cox (2012) classified 14 British English accents with

68% classification accuracy.

DeMarco and Cox (2013) also performed the similar

analysis with native British accents and concluded that

length normalization is indeed beneficial when applied

along with i-vectors. This work also established that

unlike speaker and language recognition tasks, neigh-

borhood component analysis (NCA) followed by 1-NN

classification is not suitable for accent recognition.

Behravan et al. (2015) argued that such high ac-

curacy of i-vector approach might be because of the

large training data available for English. Hence based

on their previous work Behravan et al. (2013) which

showed that i-vector approach performs better than the

classic GMM-UBM approach for recognizing foreign ac-

cent from spoken Finnish, they studied various factors

affecting the performance of i-vectors in this problem.

The investigations were done on how the i-vector di-

mensionality and UBM size affect the accuracy. Also

the application of Heteroscedastic LDA (HLDA) in di-

mensionality reduction with supervision was discussed.

The language aspects like accent detection difficulty,

confusion patterns between accents and effect of profi-

ciency, education, age and knowledge of other language

were also studied. The results showed that the best accu-
racy was achieved with 1000 dimensional i-vectors which

was slightly higher than expected. The choice of UBM

training data also made the largest effect on accuracy.

3.4 i-vector in AED

Acoustic event detection (AED) refers to the task of

detecting any acoustic event from an audio or an utter-

ance. Many kinds of such events other than speech (most

informative of all) like clapping, laughter, yawning, etc.

may be helpful in analyzing the environment features

where audio is generated. These events generally arise

due to sounds generated by the human body or by ex-

ternal factors. Hence detecting these events may help in

describing the person or identifying the social activity

taking place in the surrounding environment.

In the field of AED, i-vectors have been used with

blind segmentation approach by Huang et al. (2013) to

achieve 8% better F1 score than classic HMM based

systems. Here the segmentation is done randomly by di-

viding streams into pieces of equal length. Then multiple

categories are labeled on acoustic events and boundary

information is not stored. i-Vectors are then extracted

and classification is performed on them. This approach

saves the issues of manual labeling and overlapping

events.

3.5 i-vector in Speech Diarization

Speech diarization is the process of splitting the utter-

ance or audio into parts such that each part correspond

to a single speaker. It combines speaker recognition and

speaker clustering. Hence it is important to find the

points where speaker changes and then cluster the par-

titions of same speaker together. It finds application in

creating transcripts of audio data.

Shum et al. (2011) proposed a total variability based

approach for speaker diarization task. It provided state

of the art results on two-speaker telephone diarization

task. It was argued that compensation for inter-session

variability is not required as thought previously. The
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utterance is divided into segments and i-vectors were

extracted for each segment. Then their dimensionality

was further reduced using principal component analysis

(PCA). K-means clustering with K = 2 was applied

on these dimensionally reduced i-vectors and the re-

sults were refined using Viterbi re-segmentation and

Baum–Welch soft speaker clustering algorithm. The fi-

nal step involves generating a single i-vector for each

speaker using new assignments and reassigning i-vector

of each segment to speakers based on cosine similarity.

Dupuy et al. (2012) implemented the similar strategy

for multiple-speaker diarization task. Here the number

of speakers were not known and the task was to detect

speakers appearing in shows. Since the value of K is

not known for applying K-means, this clustering prob-

lem was expressed as an integer linear programming

(ILP) problem. The results were then compared with

normalized cross-likelihood ratio (NCLR) based speaker

diarization system proposed by Le et al. (2007). The

error rates of both methods were similar, but i-vector

based ILP approach was found to be about 8.66 times

faster.

Zheng et al. (2014) recently combined the variational

Bayes approach with i-vectors to improve the diarization

error rate (DER) for two-speaker telephone diarization

task.

3.6 i-vector in Other Domains

After the success of i-vectors in several speech related do-

mains was established, their extensions to allied domains

were also investigated. One such area is emotion recogni-

tion. Mariooryad and Busso (2014) proposed the use of

factor analysis for modeling the emotion recognition task

from speech utterances. Interactive emotional dyadic

motion capture (IEMOCAP) database (Busso et al.,

2008) was used to perform the recognition tasks. Along

with recognizing emotions, factorization of speaker char-

acteristics and classification of expressive behaviors were

also targeted in this work.

Xia and Liu (2012) proposed that instead of using

i-vectors directly, it might be beneficial to use some

concatenated i-vector features which are emotion specific.

These are then used in SVM classifiers and then LDA

and WCCN are employed as dimensionality reduction

techniques to recognize the emotions.

Some other applications of i-vectors include gesture

recognition (Cheng et al., 2014), age estimation (Bahari

et al., 2014), event detection in consumer media (Zhuang

et al., 2012), classification of Cognitive Load from speech

(Segbroeck et al., 2014b), forensics (Mandasari et al.,

2011), joint anti-spoofing (Sizov et al., 2015), etc.

4 Hybrid Approaches

4.1 Prosodic Approach

Prosodic features such as rhythm, intonation and stress

play an important role in speech processing. Some of

the approaches to use them for speaker verification

were explored by Adami et al. (2003), Adami (2007),

Ferrer et al. (2010), Kockmann et al. (2010), etc. JFA

based approaches using prosody (Dehak et al., 2007a)

generated features from some or all prosodic features

instead of cepstral features. They are then modeled using

GMMs and FA is applied to them. (Dehak et al., 2007b)

further enhanced the performance by using formants

with prosodic contours to generate the features.

One of the starting attempts to use prosodic features

for language recognition were used in Foil (1986). Short

noisy speech segments were used as a database to test

the system while a formant clustering algorithm was

used to reach at some decision.

4.2 Combination of Cepstral and Prosodic

Approach

A combination of prosodic and cepstral features has also

been used in speaker recognition in Kockmann et al.

(2011). Here i-vectors were generated from cepstrals and

prosodic features separately and then were concatenated

to get new set of i-vectors. These were used to train a

PLDA model to get superior performance as compared

to traditional i-vector techniques.

i-Vector based approach where the fusion of acoustic

system (cepstral features) and prosodic system to im-

prove the performance as compared to both the systems

alone was used in Martinez et al. (2012, 2013).

4.3 Phonotactic Approach

Another important language recognition paradigm in

addition to acoustic and prosodic is the phonotactic

approach. Since phonotactic constraints are highly lan-

guage dependent, they are used successfully in LRE. In

this approach, the speech utterances are tokenized into

discrete events using phone recognizers. These tokens

are then used to extract the n-gram counts for provid-

ing input to the classifiers. If discriminative classifiers

are used then n-gram counts are represented as vec-

tors of fixed length. The size of phoneme inventory of

the language decides the dimensionality of the vector.

i-Vectors solve the problem of reducing this dimension-

ality thereby decreasing the training and classification

time (Soufifar et al., 2011).
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4.3.1 i-vector with DNNs and DBNs

The use of i-vectors with deep neural networks (DNNs)

showed reduction in word error rate (WER) as compared

to normal i-vector implementations. Here i-vectors are

appended with basic acoustic features, which are then

provided as input for neural network training. Using

i-vectors helps DNN in differentiating between phonetic

events by taking more speaker and session variability

into account. Details regarding the use of i-vectors with

DNN can be found in Gupta et al. (2014), Variani et al.

(2014), Lei et al. (2014b), Rouvier and Favre (2014) and

Karanasou et al. (2014).

Senior and Lopez-Moreno (2014) takes up another

important issue of overfitting to i-vectors by DNN, re-

sulting in slightly higher WERs. Two solutions to this

problem are proposed, viz., reducing the dimensionality

of i-vectors and regularizing the network parameters. Us-

ing regularization to solve this issue resulted in reduced

WERs irrespective of the model sizes.

Ghahabi and Hernando (2014a) used deep belief

networks (DBNs) to model the impostor and target

speaker models discriminatingly. The proposed method

also balances the amount of positive and negative input

data. Then a Universal DBN is trained by using many

i-vectors from different background speakers. For a fewer

number of input samples, adaptation is also done along-

with pre-training to get a good target model. Fine tuning

is then done by adding one more label layer to the system.

This technique outperformed the cosine classifier and

conventional neural networks. Ghahabi and Hernando
(2014b) is another work discussing the global impostor

selection for DBNs by iteratively dividing the impostor

i-vector database randomly in two sets and generating

centroids to represent the global impostors. This system

reported about 22% performance improvement over the

baseline.

Some works also try to question the assumptions

made by front end factor analysis. One such assumption

was analyzed by Lei et al. (2012b). They relaxed the

assumption that speaker identity is independent of inter-

session variability. Hence ,if a speaker changes location

then it would effectively also change the within-speaker

or intersession variability along with intra-session vari-

ability. The proposed method was termed as bilinear

factor analysis for i-vectors since the relation between

latent variables describing the speaker and the channel

was considered to be bilinear. The method showed su-

perior performance to i-vectors but the configuration

on which i-vector performance was compared was not

optimal. This was attributed to the fact that the same

vector size calculation in bilinear factor analysis was

not feasible as it consisted of matrix inversion for high

dimensions.

5 Toolkits

Since the total variability analysis approach has been

proposed, a few libraries have started providing the

required methods as a part of their standard toolkit. A

few of them are listed in this section.

5.1 The Kaldi Speech Recognition Toolkit 3

C++ based Kaldi Speech Recognition Toolkit (Povey

et al., 2011) was first introduced in 2011 as a speech

recognition system which was based on finite-state trans-

ducers. It later provided support for i-vectors through

the header file ivector-extractor.h. Support for lin-

ear algebra is quite extensive and works well with most

of the widely available speech databases. Parallelization

support is also provided with this toolkit.

One major advantage is that it supports open and

distributed development model, and hence can be modi-

fied easily. The only drawback is that the documentation

of this toolkit is mostly meant for the experts using this

toolkit. A proper comparison of Kaldi with other open

source ASR systems like HTK (Young et al., 2006), pock-

etSphinx (Huggins-Daines et al., 2006), and Sphinx-4

(Lamere et al., 2003) can be found in Gaida et al. (2014).

5.2 ALIZE 3.0 4

The ALIZE Toolkit (Larcher et al., 2013) provides a wide

variety of methods for complete i-vector extraction and

processing. It has a full set of methods for normalization

and scoring. It is also written in C++ and provides

implementations for JFA as well. It is provided under

LGPL licence. ALIZE consists of two major packages:

– ALIZE package: It is a low level library that consists

of all the methods related to Gaussian mixtures.

– LIA RAL package: It is a high level package aimed

at providing programs related to Automatic Speaker

Detection. It consists of the following parts:

– LIA SpkTools: It is a high level library containing

finished tools provided by LIA RAL.

– LIA SpkDet: It consists of tools required for any

task related to biometric authentication system.

– LIA Utils: It contains tools required in changing

ALIZE related formats like GMM models, any

parameters, etc.

3 http://kaldi.sourceforge.net
4 http://alize.univ-avignon.fr

http://kaldi.sourceforge.net
http://alize.univ-avignon.fr
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– LIA SpkSeg: It is a recent tool added to ALIZE

toolkit which is to be used for Speaker Diariza-

tion.

ALIZE is one of the most complete set of libraries

that are required to develop a speech recognition ap-

plication. Other than GMM-UBM model, this toolkit

also consists of implementation for JFA and i-vectors.

The wide range of scoring methods inbuilt in the system

are also sufficient for most practical systems. Though

ALIZE provides nearly all the methods required for per-

forming any kind of speech recognition, it is difficult to

start with due to insufficient documentation provided

with the toolkit.

5.3 MSR Identity Toolbox 5

MSR Identity Toolbox (Sadjadi et al., 2013) is a MAT-

LAB based toolbox which supports GMM-UBM and

i-vector-PLDA based approaches for speaker recogni-

tion. It aims at providing basic methods so as to enable

developing the baseline systems quickly. It can also be

used for other applications mentioned in this paper, viz
language, accent, dialect recognition, etc.

This toolkit has some of the easiest implementations

of i-vector system and can be learned easily. It consists

of demos for GMM-UBM and i-vector systems with

complete step-by-step explanations. The code is imple-

mented such that it is easier for MATLAB to vectorize

it. Also the code is parallelizable when used with the

parallel computing toolbox.

The toolkit contains the support for the following

major functions: (1) feature normalization; (2) GMM-
UBM system; (3) i-Vector-PLDA, and; (4) equal error

rate (EER), detection cost function (DCF) and detection

error tradeoff (DET) plots.

5.4 LIUM SpkDiarization 6

LIUM SpkDiarization (Meignier and Merlin, 2010) is

a toolkit specialized for Speech Diarization application.

Rouvier et al. (2013) presented its application in broad-

cast news diarization which uses integer linear program-

ming (ILP) as a clustering algorithm in its new version.

Similarity modeling and measurement is done using i-

vectors in this toolkit. It consists of a complete set of

functionalities for speaker diarization including feature

extraction, silence detection and standard diarization

5 http://research.microsoft.com/en-
us/downloads/2476c44a-1f63-4fe0-b805-8c2de395bb2c/
6 https://projets-lium.univ-lemans.fr/spkdiarization/

Link updated in March 2021.

tools. Sphinx 4 classes can be used in LIUM to read

the acoustic features dynamically. LIUM also supports

some standard file formats like Sphinx format, SPro4

format, HTK format and gzipped-text (in which each

line corresponds to a vector). The implementation is

done in Java and is similar to Sphinx. This toolkit is

preferred for Radio or TV Show transcription and is

not expected to give high performance for meeting or

conversation transcription.

6 Future of i-vectors

A lot of progress in factor analysis techniques for speech

recognition applications have been achieved by the re-

search community in the last decade. This effort has led

to the development of i-vectors which has become the
state of the art technique in a very short period of time.

The amount of work done in its use for applications

other than speaker recognition is overwhelming.

These methods are effective but still suffer from some

bottlenecks as explained earlier. One major problem is

the data selection dependency of the i-vector training.

If the data is not properly chosen for enrollment set the

recognition system might perform poorly when run with

a test set. Sometimes it becomes necessary to generate

the gender dependent PLDA models to boost the recog-

nition performance. For using the recognition systems

practically this kind of dependence must be tackled,

otherwise the amount of data on which the models are

trained should be kept very high so that maximum num-

ber of characteristics are modeled in the target models.

The current approaches also give low performance for

short utterances (Verma, 2015). Though many methods

have been proposed to tackle this issue, very few can be

used practically as most of them put strong assumptions

on the data on which the system is trained and tested.

The problem becomes more intriguing because most

of the methods developed are for long utterances and

does not work as it is on small utterances. Sufficient

changes should be made in their design to get acceptable

performance out of the system. This problem should

be the main focus for future approaches as most of the

speech recognition applications need to be run with very

short utterances.

7 Conclusion

We have presented a concise overview of various speech

recognition methods that uses i-vectors. The recognition

performance of these methods vary across the domains.

Some of them are highly domain or problem specific

http://research.microsoft.com/en-us/downloads/2476c44a-1f63-4fe0-b805-8c2de395bb2c/
http://research.microsoft.com/en-us/downloads/2476c44a-1f63-4fe0-b805-8c2de395bb2c/
https://projets-lium.univ-lemans.fr/spkdiarization/
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and generally perform well in ideal laboratory environ-

ments. The main challenges are found to be the paucity

of training data, choice of training data, length of ut-

terances, background/environmental noise, emotional

state of speaker, etc. Hence most of the methods fail

when tested in real life environments. Though some of

the methods looks highly promising, much work needs

to be done in coming up with a generic method that is

suitable to tackle all the challenges mentioned. Another

important criteria for use of i-vectors is the execution

time of the recognition process. Though some methods
might give very good performance, if the running time

on real data is high, they may render the application

useless for most practical situations.

Recently, NIST has started promoting the research

based on i-vectors. It has conducted an i-vector Machine

Learning Challenge7 for speaker recognition evaluation

(SRE) task in 2013-14. The same challenge for language

recognition evaluation (LRE) task has been started in

2015. Many toolkits are also now avaiable that has eased

the deployment of i-vectors. We hope that these initia-

tives will foster the use of i-vectors in diverse domains.
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(2014b) Improving short utterance i-vector speaker

verification using utterance variance modelling and

compensation techniques. Speech Communication
59:69–82, DOI 10.1016/j.specom.2014.01.004

Karafiát M, Burget L, Matejka P, Glembek O, Cernocký
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