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Robots that adapt to YOUR home, YOUR tasks, YOUR preferences



When is it safe for THIS user to operate THIS robot on 
THIS task in THIS environment?

What did I 
do wrong?
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[Input]

Concepts that the 

user understands

[Output]

User-Interpretable 

description of 

Black-Box AI’s 

capabilities
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Query
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Agent’s Goal/Control 

Objective/Cost/Constraints

Needed for AI Systems



Knowledge Fragmentation

Designer Knows

• Robot capabilities

• Sensor limitations  

• Algorithm constraints

• Physical safety limits

• Standards compliance 

(ISO *****)

User Knows

• Home layout

• Valuable objects

• Daily routines

• Contextual meanings

• Personal risk tolerance

Robot Learns

• Object locations
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• Environment 

representation
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patterns
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Designer Knows

• Robot capabilities

• Sensor limitations  

• Algorithm constraints

• Physical safety limits

• Standards compliance 

(ISO *****)

User Knows

• Home layout

• Valuable objects

• Daily routines

• Contextual meanings

• Personal risk tolerance

Robot Learns

• Object locations

• Navigation paths

• Environment 

representation

• Obstacle patterns

• User behavior 

patterns

Complete “operational” model REQUIRES all three



Knowledge Fragmentation

Designer Verified (ISO 13842)

• Maximum speed ≤ 2 m/s

• Protective stop distance 

requirements

• 85 hazard scenarios

• But NOT context-specific 

constraints

User Thinks

• “Carefully” = don't 

disturb my papers on the 

floor

• “Living room” = the room 

with the couch  

• Values the antique rug

Robot Interprets

• “Carefully” = slower speed?

• “Living room” = room labeled 

“living” in map

• Papers = unknown objects to 

avoid

ISO/TS 15066 provides 

(for collaborative robots)

• Force limits for transient 

contact (200N)

• Pressure limits (110 N/cm²)

• Speed-and-separation 

monitoring formulas

• But assumes industrial 

context, known tasks

IEC 80601-2-78 provides 

(for medical robots)

• Joint torque limits for therapy

• Range-of-motion boundaries

• Misalignment detection

• But assumes a clinical setting, 

trained operators

What none Provides

• Methodology for 

interpreting “carefully”

• User-specific risk 

assessment

• Task-specific safety 

properties
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Distributed World Modeling



Who builds the operational model?

ISO 13482 defines operational 

spaces:

• Maximum space, Restricted 

space

• Monitored space, 

Safeguarded space

• Protective stop space

ISO/TS 15066 defines 

collaborative spaces:

• Safeguarded space (no 

contact)

• Collaborative workspace 

(monitored)

• Human detection zones

IEC 80601-2-78 defines 

movement constraints:

• Pre-set ROM limits per joint

• User-specific boundaries

• Misalignment detection zones
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Who builds the operational model?

ISO 13482 defines operational 

spaces:

• Maximum space, Restricted 

space

• Monitored space, 

Safeguarded space

• Protective stop space

ISO/TS 15066 defines 

collaborative spaces:

• Safeguarded space (no 

contact)

• Collaborative workspace 

(monitored)

• Human detection zones

IEC 80601-2-78 defines 

movement constraints:

• Pre-set ROM limits per joint

• User-specific boundaries

• Misalignment detection zones

Who defines THESE for your home?



Formalizing the Problem

𝑴𝒅𝒆𝒔𝒊𝒈𝒏𝒆𝒓: Robot’s design-time 

model

• Kinematics, dynamics, sensor 

specs

•  Assumed environment types 

(indoor, flat surfaces)

• Verified via ISO/TR 23482-1 

test methods:

• Static/dynamic stability 

tests

• Surface temperature 

tests

• Acoustic noise tests

• Collision impact tests

𝑴𝒖𝒔𝒆𝒓: User's mental model of 

their environment

• Home layout, object locations

• Valuable/fragile items

• Social rules (nursery quiet 

during nap)

• Implicit in user's head, never 

formalized

𝑴𝒓𝒐𝒃𝒐𝒕: Robot's learned model 

during operation

• SLAM-based map

• Object recognition database

• Learned navigation patterns

• Incomplete, updates 

continuously

Safety 

Assessment 

Requires

𝑴𝒅𝒆𝒔𝒊𝒈𝒏𝒆𝒓 ∪ 𝑴𝒖𝒔𝒆𝒓 ∪ 𝑴𝒓𝒐𝒃𝒐𝒕 = 𝑴𝒄𝒐𝒎𝒑𝒍𝒆𝒕𝒆



𝑴𝒅𝒆𝒔𝒊𝒈𝒏𝒆𝒓 ∪ 𝑴𝒖𝒔𝒆𝒓 ∪ 𝑴𝒓𝒐𝒃𝒐𝒕 = 𝑴𝒄𝒐𝒎𝒑𝒍𝒆𝒕𝒆

• 𝑀𝑑𝑒𝑠𝑖𝑔𝑛𝑒𝑟  available at design time 

only

• 𝑀𝑢𝑠𝑒𝑟 never formalized

• 𝑀𝑟𝑜𝑏𝑜𝑡  always incomplete

• No party has 𝑀𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 at any 

time

• ISO/TR 23482-1 test 

methods verify 

𝑀𝑑𝑒𝑠𝑖𝑔𝑛𝑒𝑟  but provide NO 

methodology for 𝑀𝑢𝑠𝑒𝑟 or 

𝑀𝑟𝑜𝑏𝑜𝑡  



Bidirectional Intent Alignment



How do we align User Intent with Robot Behavior?

IEC 80601-2-78 (medical robots) requires:

• The intended use shall be clearly defined

• The user shall understand the robot's limitations

Provides NO methodology for:

• How user communicates intent to robot

• How robot verifies understanding

• How misalignment is detected

• How corrections are made



Alignment Gaps

User’s 
Specification

Agent’s Behavior Synthesis
• Constraints (unknown to user)

• Adaptive code (unknown to designer)
• Mostly suboptimal

Agent Behavior
= Possible Executions

Executable 
Program/Controller

User’s Intent

User-Driven
AI Assessment

Only for stationary 

systems: known at 

design-stage

Agent’s Goal/Control 

Objective/Cost/Constraints

Needed for AI Systems



Alignment Gaps

User’s 
Specification

User’s Intent

Agent’s Goal/Control 

Objective/Cost/Constraints

GAP 1: Semantic

ISO 13482: no interpretation framework

What does “carefully” mean?
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GAP 2: Capability

ISO/TR 23482-1: tests capabilities, doesn't 

explain them

Can robot achieve this goal safely?

Agent’s Behavior Synthesis
• Constraints (unknown to user)

• Adaptive code (unknown to designer)
• Mostly suboptimal



Alignment Gaps

User’s 
Specification

User’s Intent

Agent’s Goal/Control 

Objective/Cost/Constraints

GAP 3: Verification

ISO/TS 15066: verifies forces, 

not task completion

Did robot complete task successfully?

Agent’s Behavior Synthesis
• Constraints (unknown to user)

• Adaptive code (unknown to designer)
• Mostly suboptimal

Agent Behavior
= Possible Executions

Executable 
Program/Controller



Alignment Gaps

User’s 
Specification

User’s Intent

Agent’s Goal/Control 

Objective/Cost/Constraints GAP 4: Feedback

IEC 80601-2-78: requires feedback, no 

framework

How does user verify robot's interpretation?

Agent’s Behavior Synthesis
• Constraints (unknown to user)

• Adaptive code (unknown to designer)
• Mostly suboptimal

Agent Behavior
= Possible Executions

Executable 
Program/Controller

User-Driven
AI Assessment



Dynamic Safety Property Generation



Safety and Other Markings



How do we generate task-specific safety properties?

Traditional approach (all standards):

• Fixed set of safety properties

• Defined at design time

• Verified once (or periodically)

• ISO 10218: 48 safety requirements

• ISO/TS 15066: Force/pressure limits tables

• ISO 13482: 85 hazard scenarios (Annex A)

• ISO 3691-4: Person detection requirements

• IEC 80601-2-78: ROM limits, torque constraints

• ISO/TR 23482-1: 17 test procedures



Kirschner et al., ISO/TS 15066: How Different Interpretations Affect Risk Assessment, arXiv:2203.02706



How do we generate task-specific safety properties?

Traditional approach (all standards):

• Fixed set of safety properties

• Defined at design time

• Verified once (or periodically)
Personal robots require:

• Dynamic property generation

• Based on current task and context

• Verified continuously at runtime• ISO 10218: 48 safety requirements

• ISO/TS 15066: Force/pressure limits tables

• ISO 13482: 85 hazard scenarios (Annex A)

• ISO 3691-4: Person detection requirements

• IEC 80601-2-78: ROM limits, torque constraints

• ISO/TR 23482-1: 17 test procedures No standard addresses

dynamic generation.



Capability Transparency



How does the robot explain what it can and cannot do?

• IEC 80601-2-78 requires (Clause 201.12):

•   “The manufacturer shall document the intended use”

•   “Limitations shall be clearly stated”

• ISO 13482 requires:

• “Information for use shall include operational limitations”

• “User manual shall describe hazards and protective measures”

• ISO/TR 23482-1 acknowledges (Introduction):

• “Test methods cannot be comprehensive”

• “Users should apply tests with care”



How does the robot explain what it can and cannot do?

• IEC 80601-2-78 requires (Clause 201.12):

•   “The manufacturer shall document the intended use”

•   “Limitations shall be clearly stated”

• ISO 13482 requires:

• “Information for use shall include operational limitations”

• “User manual shall describe hazards and protective measures”

• ISO/TR 23482-1 acknowledges (Introduction):

• “Test methods cannot be comprehensive”

• “Users should apply tests with care”

• None of them provides:

• Format for explanations understandable by users

• Methodology for robot to assess own capabilities

• Framework for capability discovery by users

• Approach for handling uncertain capabilities



Legal Precedents and Analogies



Autonomous Vehicles [Close Analogy]

• Problem: Driver delegates control to AI system

• Liability Evolution:

• Initially: Driver 100% responsible

• With L2 automation (Tesla, etc.): Shared responsibility

• Manufacturer liable for system defects

• Driver liable for misuse, inadequate supervision

• Proposed for L4/L5: Manufacturer liable during 
autonomous mode

• Standards: ISO 26262 (functional safety), SAE J3016 
(levels)



Autonomous Vehicles [Close Analogy]

• Key Insight: 
Liability shifts toward manufacturer as autonomy increases

• Application to Personal Robots: A similar shift is needed, but complicated by 
the manufacturer

•   Multiple "drivers" (household members)

•   No licensing requirement

•   User teaches the system (car doesn't learn from the driver)



Medical Devices [Partial Analogy]

• Problem: Complex devices require user expertise

• Liability Evolution:

• Manufacturer liable for: Device defects, inadequate warnings

• Physician liable for: Appropriate use, patient selection, informed 
consent

• Patient assumes: Inherent risks after informed consent

• Standards: IEC 60601 series (medical electrical equipment), ISO 
14971 (risk management)



Medical Devices [Partial Analogy]

• Key Insight: 
Trained intermediary (physician) bridges device to patient interface

• Application to Personal Robots: No trained intermediary in homes

• User is both “physician” and “patient”

• Must understand the device AND assess one's own risk



Smart Home Devices [Weak Analogy]

• Problem: Smart thermostats, locks, cameras

• Liability Evolution:

• Mostly traditional product liability

• Manufacturer liable for defects

• User liable for misuse

• Standards: Various (UL Safety Certification, IEC 60730 for thermostats, 
etc.)

• Limitation: Low physical risk. E.g., Thermostat failure: discomfort, energy 
cost



Current Legal Frameworks Fail

• “Defect” is undefined for learned behavior

• Not manufacturing defect (robot = as designed)

• Not design defect (learning = designed feature)

• Not warning defect (can't warn about unknown learned behavior)

• Causation is distributed!!

• Manufacturer enabled learning

• User's environment shaped learning

• Specific task-triggered behavior

• Multiple necessary causes, no single sufficient cause



Learned Behavior Precedent: NONE

• Product liability assumes fixed behavior at sale

• If toaster breaks, then manufacturer liable

• If user modifies toaster, then user liable

• If robot learns harmful behavior?

• Design allowed learning (manufacturer choice)

• User's environment triggered learning (user's context)

• Emerged behavior not explicitly designed or instructed

•  Who's liable???



Lessons from Aviation!!

• Aviation separates two things traditionally bundled in ISO standards:

Investigation (Standardized)

• Same protocol worldwide

• Fact-finding (neutral)

• Root cause analysis

• Failure patterns DB

• Recommendations for change

Responsibility (Context-Dependent)

• Varies by jurisdiction

• Insurance & courts

• Regulatory actions

• Equipment modifications

• Training/procedure changes

Personal robots need BOTH: Baseline standards (design) + Investigation protocols (failure response)



Hybrid Approach

Design Standards

• ISO 13482 baseline

• Force/pressure limits

• Environmental tests

Home Integration

• Pre-deployment mapping

• Capability discovery

• Bidirectional alignment

Incident Investigation

• Standardized protocol

• Neutral fact-finding

• Database accumulation

Transparency

• Real-time dashboards

• Confidence metrics

• Learned model visibility





Conclusion

• Standards Are Insufficient
• ISO 13482 is necessary but cannot mandate the distributed knowledge 

(designer/user/robot) needed for safe operation in unique home environments.

• Autonomous Driving Offers a Warning
• AVs face identical liability issues with learned behavior, yet no legal precedents 

exist

• Personal robots face worse: more diverse environments, no licensing, users who 
teach the system.

• Aviation's Investigation Model Works
• ICAO Annex 13 separates neutral fact-finding from liability determination.

• Personal robotics can adopt this: standardized incident investigation with context-
dependent responsibility.
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