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Motivation

Changes in
 Environment

Can we learn models fast 
enough and use them for 
transfer in a sample-efficient 
fashion?

Types of Changes

Can we reduce Adaptive Delay and Regret across all types of changes?
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Key Features of CLaP

ü  Learns models for stochastic planning
ü  Performs investigative exploration to
   resolve discrepancies in current model
ü  Goodness-of-fit tests for o.o.d. changes
ü  Theoretical guarantees of convergence
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Continual Learning and Planning (CLaP)

We found that CLaP results in significantly better 
(a) Sample Efficiency     (b) Average Reward     (c) Adaptive delay
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Source: J. Balloch et al., NovGrid: A Flexible Grid World for Evaluating Agent Response to Novelty, AAAI Spring Symposium 2022 on Designing AI for Open Worlds 

*P. Verma, R. Karia, S. Srivastava, Autonomous Capability Assessment of Sequential Decision-Making Systems in Stochastic Settings. NeurIPS 2023.


