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How would a non-expert assess the limits and capabilities of an Al system?

Introduction

Agent Assessment Framework

Objective:Learn an interpretable model of an
adaptive taskable Al system by interrogating it.

Approach

* Create aninterface and a minimal set of
requirements in an Al system that would
enable their assessment using this interface.

1 [Input]

Preferences on Interpretability

predlcates/etc ]

5 [Output]
User-Interpretable model of
Taskable Al’s capabilities

pick-item (?location ?item)
precondition:

(empty-arm) A (robot-at ?location) A

(at ?location ?item) A (has-charge)
effect:

0.8: [!(empty-arm) A (holding ?item)
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What do you think will
happen if your arms
were empty, and you
pickup beaker b1, then
pickup beaker b2?
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3 simulator

| can execute only
the first step. After

this my hands will
be holding b1.

Taskable
Al System

A !(at ?location ?item)]
2: [!(has-charge) ]
1: [] # no-change effect

Personollzed
Al-Assessment

Module [AAM]

N 0.

User

Results

Termes

» Learnaninterpretable model of a taskable
sequential decision-making Al system.
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AAM always learns an accurate model faster compared to
passive learners (FAMA).
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Accuracy gained by AAM
—= Accuracy of model computed by AAM
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Verma, Marpally, Srivastava.
Asking the Right Questions:
Learning Interpretable Action

Models Using Query Answering.
AAAI 2021.

Nayyar*, Verma®, Srivastava.
Differential Assessment of
Black-Box Al Systems.

AAAI 2022.

Higher values better

—= Accuracy of initial model

Higher values better
Model Accuracy

-- AAM
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Number of Queries

— AAM
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% drift

Lower values better
— Number of queries by AAM

Learning a model’s drifted parts is much faster than learning
the whole model from scratch.

» Efficiently learns the model of a taskable Al
system in a STRIPS-like form.
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AAM can learn a probabilistic model closer to the true
model than state-of-the-art.

AAM discovers interpretable high-level capabilities that

Queries can be answered using a simulator. users can use to reason with correctly.



